
Training

Alphago - Deepmind

Reinforcement Learning

• Reward if the result is good.

• Punish if the result is bad.

Imitation Learning

• Observe an expert and repeat what she 
does.Deep Music

Deep Dream

Self-driving car

Robotic

• Finding that mapping function.



Costs and Powers:

• It needs thousands of processors to 

• Train the models

• Support the billions of daily queries by 

users.

• Each processing unit can consume over 400 watts.


• Overall, with the cooling, we need up to 10 
gigawatt-hour to train a single model like 
ChatGPT-3. 


• This is similar to the yearly electricity consumption 
of over 1,000 households.

• Training OpenAI’s GPT-3 text-generating model is similar to 
driving a car to the Moon and back.

- 3,400 kilowatts of electricity at peak time 

- 850,000 computing nodes



Decision Making

• What to do next?

• After seeing and detecting objects and states, it is important to act or make decisions. 

• Autonomous driving • Break

• Drive slowly (how much?)

• Drive fast

• Turn right (how much?)

• Turn left

•  

•  

• Natural language processing (NLP)



How reliable is AI?

• Many of the AI models are still very sensitive 

• They can be manipulated : (

• Needs more research to make them trustworthy and 

robust 

Ethics in AI:
• Many trained AI models are biased.

• They do not make fair decisions.



Explain our Decision

• After making decisions, we have to be able to explain why that decision.

• To do this, we should understand, what causes what.

• It is likely raining,

• It is unlikely snowing,
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Figure 1.1: The left figure is slightly modified from [Messerli, 2012], it shows a significant
correlation between a country’s consumption of chocolate and the number of Nobel prizes
(averaged per person). The right figure shows a similar result for co↵ee consumption; the
data are based on [Wikipedia, 2013b,a].

Figure 1.2: Two online articles (downloaded from confectionarynews.com and forbes.com on
Jan 29th 2013) drawing causal conclusions from the observed correlation between chocolate
consumption and Nobel prizes, see Figure 1.1.
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• Is eating more chocolate good 
to win Noble price !?



Causal Inference

• Learning counterfactual 
effects

such object requires a large amount of independent samples. Unfortunately, in this experiment,

we had limited number of independent samples. Thus, we reduced the dimension by instead of

conditioning on R�{i,j} that is a set of size 74, we conditioned on a smaller subset Ki,j of R�{i,j}
with size 7. This set contained only those institutions with highest correlation with Rj . In another

words, we ordered the institutions in R�{i,j} based on their correlation value with Rj , and picked

the first 7 of them. Afterward, we estimated I(Ri ! Rj ||Ki,j) to identify the connection between

Ri and Rj .

Figures 3 and 4 show the resulting graphs. Note that the type of institution causing the

relationship is indicated by color: green for brokers, red for insurers, and blue for banks.
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(a) January 2006 to December 2008
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(b) January 2009 to December 2011

Figure 3. Recovered DIG of the daily returns of the financial companies in Table I. The type of
institution causing the relationship is indicated by color: green for brokers, red for insurers, and
blue for banks.

In order to compare our results with other methods in the literature, we also learned the causal

network of these financial institutions by assuming linear relationships between the institutions and

applying linear regression. Similarly, we reduced the dimension of the regressions by bounding the

number of incoming arrows of each node to be a subset of size 18. More precisely, we picked 18

most correlated institutions with node i, let say {Rj1 , ..., Rj18} and obtained the parents of i by

solving minaj
P

t |Ri,t �
P18

k=1 akRjk,t�1|2. The resulting graphs are depicted in Figures 5 and 6.

From these networks, we constructed the following network-based measures of systemic risk.

Billio et al. (2012) introduced the degree of Granger causality (DGC) as a measure of the risk

of a system event. DGC is defined as the fraction of statistically significant Granger causality

relationships among all pairs of financial institutions Table II presents the DGC values and total

number of connections of the DIGs and the networks obtain by linear regression.
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• What is the effect of bankrupting BMW on  house 
pricing in Germany?

• What is the effect of a new medicine on humans?

• Learning effects

• Without direct experiment

• We did chemotherapy and the patient died. What 
would have happened if had performed a surgery?

• Inferring causal relationships from data

X Y
?

Z
?



• Computer science at TUM

• Around 45 Professors at CS. 

• Algorithms & Complexity
• Algorithmic Economics & Operations Research
• Artificial Intelligence & Machine Learning
• Data Engineering & Cloud Systems
• Digital Biology & Digital Medicine
• Extreme Scaling
• Human-centered Engineering
• Information Systems & Software Engineering
• Robotics & Autonomous Systems
• Security, Safety, Risk Management
• Visual Computing

https://www.cs.cit.tum.de/en/cs/research/areas/algorithms-complexity/
https://www.cs.cit.tum.de/en/cs/research/areas/algorithmic-economics-operations-research/
https://www.cs.cit.tum.de/en/cs/research/areas/artificial-intelligence-machine-learning/
https://www.cs.cit.tum.de/en/cs/research/areas/data-engineering-cloud-systems/
https://www.in.tum.de/in/forschung/forschungscluster/digital-biology-digital-medicine/
https://www.cs.cit.tum.de/en/cs/research/areas/extreme-scaling/
https://www.cs.cit.tum.de/en/cs/research/areas/information-systems-software-engineering/
https://www.ce.cit.tum.de/ce/forschung/gebiete/robotics-autonomous-systems/
https://www.cs.cit.tum.de/en/cs/research/areas/security-safety-risk-management/
https://www.cs.cit.tum.de/en/cs/research/areas/visual-computing/


STUDIERENDE
Vollzeitäquivalente im Wintersemester 2022/23 (ohne Beurlaubte, Gaststudierende, Studienkolleg, Sportlehrer im freien Beruf)
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COMPUTATION, INFORMATION AND TECHNOLOGY 13.284 2.972 6.785 8.769
Diplom
Finanz- und Wirtschaftsmathematik* 1 0 0 0
Informatik* 5 2 0 0
Bachelor
Bioinformatik 317 158 87 224
Elektrotechnik und Informationstechnik 1.649 289 893 1.179
Informatik 2.657 467 1.085 1.913
Informatik: Games Engineering 442 77 142 261
Information Engineering (Heilbronn) 102 24 88 102
Mathematik 598 152 162 420
Wirtschaftsinformatik 1.070 298 428 747
Master
Bioinformatik 74 33 16 50
Biomedical Computing 115 51 96 56
Communications Engineering 338 115 334 211
Computational Science and Engineering 174 27 148 111
Data Engineering and Analytics 374 87 328 267
Elektrotechnik und Informationstechnik 1.393 276 764 737
Informatik 1.999 384 1.254 1.266
Informatik: Games Engineering 139 26 51 80
Information Systems 309 84 86 211
Mathematik 366 145 169 195
Mathematical Finance and Actuarial Science 111 40 59 80
Mathematics in Data Science 151 55 92 90
Mathematics in Operations Research 45 15 25 30
Mathematics in Science and Engineering 92 27 59 62
Robotics, Cognition, Intelligence 737 137 417 479
Sonstige (Zeugnis, Zertifikat o.ä.)
Informatik Aufbaustudium* 25 6 4 1
Studium weitere/r Studienrichtung/Schwerpunkt 1 0 0 1

ENGINEERING AND DESIGN 11.532 3.518 4.520 7.672
Diplom
Architektur* 2 2 0 0
Bauingenieurwesen* 1 0 0 0
Restaurierung, Kunsttech. und Konservierungswiss.* 1 1 0 0
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• Where are we heading?

• We need to understand the theory behind AI.


• To better control, design and predict its behaviour.

• Many routine, daily human jobs can be done up to some extend by machines.

• Even those that look complex like surgery, trading, …

• There are also somethings that are not learnable or teachable to machines, e.g., emotions, …

• Current AI is still limited to human knowledge. Cannot generate new knowledge.

• It requires a series of reasoning and developing new methods that current AI cannot do.

• We know some fundamental limits of the current computers (binary) and algorithm but 
new computers may arise in future (Quantum computers)

• They perform much much faster than the current computers.



Thank you ….

Q & A 


